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Previously We posted on how to apply [gradient descent on linear regression](http://gradientdescending.com/applying-gradient-descent-primer-refresher/) as an example. With that as background it’s relatively easy to extend the logic to other problems. One of those is matrix factorisation.

There are many ways to factorise a matrix into components such as PCA, singular value decomposition (SVD), but one way is to use gradient descent. While it’s inception is in image processing, it was popularised by it’s use with recommender systems (Funk SVD). But, it is also found useful in other ways such as market basket analysis and topic modelling. Once you know the nuts and bolts and how to apply it you’ll find uses that are not recommenders.

**Matrix factorisation**

Firstly, the maths.

Consider a matrix ![Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAIqsyRM1UdomZEOa7ZjuaYSgAAABQSURBVAiZVc1LEsAgCAPQoOC/uf9x1VpHy4LMWwQgmXQCoBjNj8ycApx/Q5hmxCXA6lhBP+GhQsMWyrgVccat9p7EW7D2I+8mlP5AcmXbbzqfbgGQ/tyZ4AAAAABJRU5ErkJggg==). We want to factorise ![Y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAIqsyRM1UdomZEOa7ZjuaYSgAAABQSURBVAiZVc1LEsAgCAPQoOC/uf9x1VpHy4LMWwQgmXQCoBjNj8ycApx/Q5hmxCXA6lhBP+GhQsMWyrgVccat9p7EW7D2I+8mlP5AcmXbbzqfbgGQ/tyZ4AAAAABJRU5ErkJggg==)into two matrices ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)and ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAiWYizTLvpXZURLsQjl6LggAAAE5JREFUCJlNjVsSwCAIA6OC79z/ukXstOQnLOwMQKtcA5ZFmVad+xC0ew2qd8Ld0t1cLoLHKvkl1ParFpGgwl4F1TwG1UQmDTgZj9jyjQ+ZsgFS0l9zDgAAAABJRU5ErkJggg==)such that

![\[Y \approx UV^T\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAARCAMAAACvm9EOAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMA60QQq5lmiTJ2IlS7zf7l/skAAAEjSURBVDiNrVNZkoUwCAxL9oT7H3eyodHx+SVVmkVo6AaN+cDARpboq/0CLGRjYjGG4hdorj3ckAi/QOsG4SukZknWakU4tQ1Vqb8TIAtwY+JASjC2vXO/LlIHPVfU0UoaK78WSzI1xq6SiULjFJbw7M8qxza+M88rZ6R5mt4KAmcDKvTvl4Yg23XWHBbMFh9kEHUzg7Pis4Y6QYPHaaQu2ZUyqtCJBN7RzOCd3AMJam24Dt6IzBBDKKg+MxJxA/fmyVhu9zOSLIBmV9nUsdaD5928/K+XdDMXlU2JMzzz7InK7SJVAMh7MXXKFlTeVsAzzyXpbn30UqlIZFcBbC+ltc75HxOFcv8wIUIB0DwI1IWkM+a5tHT8Jq/WJtBvFKg+Of0BlroHJBcJhB4AAAAASUVORK5CYII=)

![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)and ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAiWYizTLvpXZURLsQjl6LggAAAE5JREFUCJlNjVsSwCAIA6OC79z/ukXstOQnLOwMQKtcA5ZFmVad+xC0ew2qd8Ld0t1cLoLHKvkl1ParFpGgwl4F1TwG1UQmDTgZj9jyjQ+ZsgFS0l9zDgAAAABJRU5ErkJggg==)have dimensions ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAMAAAAY5vW6AAAAA3NCSVQICAjb4U/gAAAAKlBMVEUAAAAAAAAAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABKNuuKAAAADXRSTlNmdhAAiTaZq1TvuyLdc1Ri5QAAAEJJREFUCJkdykkSwDAIA0FgwHiJ///dKDmopg8yLC3cusBi1nJ1a4UtIFuGHvL232tC3PP53FAepqzASFxOPalhwQtCCwFohqbAlgAAAABJRU5ErkJggg==)x ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANCAMAAABM3rQ0AAAAA3NCSVQICAjb4U/gAAAAKlBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACpjB07AAAADXRSTlMQAN1mVHY7iauZ780iWRJMHwAAAEtJREFUCJk1y4kJwDAMA0DLX756/3WrtIlBcCBZANcCTxhbV71dqR9JyZErp9Go0REylNKwv5VaJp98Iud+3DPMhAuUq3oyKTbRDC9PPAFewH9atAAAAABJRU5ErkJggg==)and ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAICAMAAAARDVXAAAAAA3NCSVQICAjb4U/gAAAALVBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADMHXDdAAAADnRSTlNmAHaJTjKZIhC73c3vq0AfF2QAAABRSURBVAiZFYtbEgAxCMKI2ne39z/u6g8TGCLkNk1fG2ZroBntGegIvKNAl8Sd0Z1cv5648sOO6jcSX4PxZvZK2svNFiFUpp1yhAkvs6dHuPgBc4sBrhb+xUAAAAAASUVORK5CYII=)x ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANCAMAAABM3rQ0AAAAA3NCSVQICAjb4U/gAAAAKlBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACpjB07AAAADXRSTlMQAN1mVHY7iauZ780iWRJMHwAAAEtJREFUCJk1y4kJwDAMA0DLX756/3WrtIlBcCBZANcCTxhbV71dqR9JyZErp9Go0REylNKwv5VaJp98Iud+3DPMhAuUq3oyKTbRDC9PPAFewH9atAAAAABJRU5ErkJggg==)where typically ![k < m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAANCAMAAADYOB3GAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAZnZUEM0qid2Z76tEu/3RHFQAAACvSURBVCiRlZLLDsUgCEQBFXz//+cWSHOj3nZRN6bkzDhDCgAhT/h2MH0UNHkch/gmyOEJT/TGx/lvhe+4lVaA1liYcP0SioSNmWiwDUoDiiX/ANpwiIEn3SZSvAKtQK9How5Y9RJzLOIVEq4lJJ07aOY7rJSvJ1R13WofmcDfnBqffT1aAWqHzXZr7Rjb30DDsIwmZ95jLHvF7K9aLASdZtWT7CHshHHnFJMWA7piFx6NA1296dlbAAAAAElFTkSuQmCC). These are estimated in the following steps 1) initialise each matrix with random values 2) iteratively adjust each matrix by the direction of negative gradient to minimise the MSE and 3) stop at the maximum iterations or a specified tolerance.

The objective function is the mean squared error and a regularisation term.

![\[ \mathbf{e} = I(Y - UV^T) \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIIAAAAVCAMAAAC9vsY0AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAuxDTmWZEIomrVHYy72A7CT0AAAG4SURBVEiJxVYJjsMwCPR9m/8/d20DTncVu2kUbZGqpu2ABxhwhfh/0yZHyEGbL5yNVpIQWQqh8tco2PaK7Xjl7vkr+wiNWpCNuuEbH2HgAd/VZTmUAGBSfzKNvTcA0fcAGnQ593ARamyFthpkEaaCHO4S9Ki+lYRL14taka5HVwN+vMcFgU4PUGxunJEBK15IgTEwTl9l4GEkIbKljyNEXjMQiVhmhZ8QyifXqcRwVZOWstAYV+ja4+68TRUvhxZMwaK7NRAS4dwob5JRyj2ZSPWCSckJl5bwTjK+UhCjLf6k8apTDZ1hprotjKXAnVNNj9vFogCPc5RajQed3wa9r3W48Hi0irDNQ1gKZYonwmm8aSwFRmk92/CXgmrgaprpXUiWwkEhwC9AOngjkqUwE6unbWAK7+dCEkRNqJYrLP2OUiisl0Z5kSP0FowU5+I9a0QNB54e3lwxEdOfy89COJ/gIcc8ZKA3+i7A8yKpnQ42K2EAqurrd14BbqUdHEon9W4ovWlLlpK2dn6zHcm+oU14qZRadfvyanob6bZ9HtC8acCn9sE1Ne2Zy5pN3Qn30F8WsnGJ/QAnfgqkNopjsAAAAABJRU5ErkJggg==)

![\[ J = \frac{1}{n}\sum{e_i^2} + \lambda ( ||U||^2 + ||V||^2) \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPYAAAAkCAMAAACNOjfeAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAuxB2MtaZRGaJ7yKrVI1W9Q0AAANeSURBVGiB7ViJjoQgDMVyo/D/n7sgylGQQWeTPV+ybqa2tYVeQMgkYFtnWX8PmKaOfbURXwH4d/sP4d/tv4R/twlxzhl+wrgIUQtISj+3572p8Jl45bZCToKk3DmoSJQQyx+a2DXgPYUPxesgX5yziEEaWv5kJsgA+TS8qfCh+Fq5DT6yccRAvZaenbk53aD8Q5LzUSPRxwqnxdUN11e9OK4Lx5lzTcQw/NVFzWnfdub0QEoK+kDhtDjk9KTCGT1nYhJx7pUEpaO3ip/hIlhln9yc2WRgcAur7B4pTGzCuGVPQL9Rsidui7W76/We3p2YKuDVV/EkUXQtxx6sS223T8Fon1Q1HSms9WU2emQwoxfiOUzZ/a7s09uM0kQqWKu1pOgT8jCPKmS3PcoGhYqOFdb6SvH4QpMLcZ22i04Wn9rsNr0z1tDKTUnBbpOj9B/Bnu0Wh1htd6Pwym0Wm4xar8Rlyu4z4G5BX6S3oqpHb9zWcdUctptvx3tEH+or2PYcWVVDPwFp8dyw+lyBd9Ob+w/aDr1xO/bElSP7wEWLpbyyu6evYDNh2XRLTzhDW+bU3paEl0vhA6dN77CHIDpZ37rNQ7Qx7PaZ2vra7o6+go3zFOIXbh/WaUNGcBn1C9vZbrP5IA96Wf7Yvpac12u5Khs+27h9pra4trujr2DbTArxsdtnNt0Gb5IY8kKgHUe7zbxbofgAdvswhtlruzv6CjbtiO7RE/zmKR+mUAzYd4KciHa5IIboyyDfY2GXxyVti9t8ltv7bitXzJMXJW1b4t8T0F4DC6NRMIluo92WfM+DEG4LamAy1ItcHe67LcsG0xEPDWylSjwq4+Ec1xtXQCjlBw0LC0r7ykwef3D/aYXHFbkJnU2673Z1JuqI6/F0+QLMDE/tgMtkU8lPxmjlzFlioO+G+Fu3AGDGi0bRbUsv3SPQUQTh0m2YYmvpdvJc2AdvpFl188DZdO5MHzwHmBaHp10rqmtbVx08mk6n0H7NsAcHjpABfZKtodP5awalFVC1FcnUti5rXtv2swCWhdOSyrFSty5YrebtLdNPh/RDjf+n0w5b18FnXpN+E+yTUx7btOjgrW74PWFsGjv/ENYwRCpO8N34L4cKeSs0eTjF/lTsIzITd27Wvzc+APtkFsTXhkX1AAAAAElFTkSuQmCC)

Here ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmVTvIrYQ3WaJMs1EdvikvaEAAAA5SURBVAiZhcrLDgAQDETRKepRzP9/LqGx1U1PJhcArJEScC7K/Uj0BZXZpcXxyfrLmsM4bi6FOjcWPUoBEzQu5ZAAAAAASUVORK5CYII=)is an indicator where ![I_{ij} = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADMAAAASCAMAAADBjxaLAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAuzIQInbniatmmVREzV/I4PkAAACiSURBVCiRlZLZDoUwCESBLnTl/z/XirWae5MG5wGryekwEwEAiEVKBYtc8vcxFhNBHITm2YvNZfgsJov7zKRoRF6MMc6bmXEI9Q2XOy6FP+aOc81V5tYHu3W1h4l8zpBOnxzWHrvdSNqY1eF4NO+3HXplfImi97iokWraEIzSmZ4P4Sq8ZHM4gE66ddz29iMOTZkPyFTDrwRDsv7hSz1bGjgAHNADlTE0i/cAAAAASUVORK5CYII=)if the rating or value exists and 0 if it is missing. The gradients with respect to ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)and ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAiWYizTLvpXZURLsQjl6LggAAAE5JREFUCJlNjVsSwCAIA6OC79z/ukXstOQnLOwMQKtcA5ZFmVad+xC0ew2qd8Ld0t1cLoLHKvkl1ParFpGgwl4F1TwG1UQmDTgZj9jyjQ+ZsgFS0l9zDgAAAABJRU5ErkJggg==)are

![\[ \begin{array}{c c} \nabla\mathbf{J}(U) & = \mathbf{e}V + \lambda||V|| & \nabla\mathbf{J}(V) & = \mathbf{e}U + \lambda||U|| \end{array} \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALAAAAAoCAMAAABpXIBCAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAuxAy1Jl2ZolE76siVCDwt8gAAAMHSURBVFiF7ZfrkqMgEIXlIiIq7/+4ow0ofYAENrNVW1vpH84EcvDQdIBvml6GXKBhka8Fn8d6PxodMoviSxs2yPm3DWKI+9HocP4JatP6bNI0n1mdj3Xzbjs/LtoLNR2Y87cxOy8OelkctRqL3sEw6lKH8YuKQf7OsN7R3z1MVHpDf1fyqkcNn28IS6cMa175ggoBhlF3d7h73dNyJ8MmZPPwYfKG9LadpUYcPiTCwjwU9x/tPYZBd3eY2D4taYRkOK7S7KZMuA5XsfK0ssv+0vDkIJGoezpSim8nybAPH/WWG5au0+chNiFoOaikdix+NGw1+AJdXiskvROcDO9hBOmDZI214Pv82is/hqqJMmLxC2h4DzYyw1z3dEhPKXyWOhpWwXAq4aT0la34zGUKk17vaOhrVK3LgqgY1jMY5rqsg1L8JBgMpxJOE6oZLuPwbj5DX9PcHBQEzU/rbH7X0h8OfHFd1kEpjn4u39GwDIZjCasjGe7xexp+9j/ry4LADKvz/fQjy3xxXX6iWK9igq0//czxZcHaFqaSElz90ZUlIT2tBJ3ti7eq1DDDio6Kjfviutyw9CIl+PKq40khqH5WJ68jORVC77ZmQvleSVt9JcHM8Kqv4dU1x8wX17Ez26a9eDJi0zqu/hK3h222zyHVfXCsQsdtTVZPx9ywDv9rw0uV6fglo3pDqL5o/GhuBO4SMd5efl7FXI45fvlpRWOz+chw5XpZtPx2fGa4uMCbv36Bn+9Hb8c3vvE/xZea38fn1Mzpdfzg4NTdipKaUddPzZxex49mTt3PRN5RM+hGqDmn1z+h5py67+igZqbrp2ZOr+PUzKm7ZbikZtD1UzOn13Fq5tTdNFxQM+i6qRnpdZSakbpbhpGaUddNzUivVQgtGOmhZqTupmGgZtR1UzPS6yg1I3VPndSMum5qRnodpWak7hTvqBl13dQM9Fr/0RUl8VAzUHfdcIWaUddNzUCvw9QM1F01XKNm1PVTM4fRcWrm1F01XKVm0H2peTS+1HzFv0fNP7yHHQ1CN7tzAAAAAElFTkSuQmCC)

The factor ![-2/n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAASCAMAAAAaNLypAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAu2YQdpmJq1QyRO/bIlqIqPAAAACySURBVCiRfVJbEsQgCNMoqPVx/+NW1O5sV5d8MIMGElBjNJB26Zns9SSXV5hcO6E93OAUakYPxa7MKkyTRdLmmURo1IFSVlPRB8N5hHRkpuXVBQkxiRLOXsrSRezhMhA7LGXRfjDnpcfhahRkufa0NnTmqKlr/7k3d63uzDH1aMFzktp6IYqJ20gWgKcvfcg6iM3mIDcBSxHPExZOIigPRwd3f6A+6gvqp3pD/VQ/1P3oBhwKAy7jI5yUAAAAAElFTkSuQmCC)is dropped to keep it tidy. By doing so this quantity is effectively rolled into the learning rate, if you work through the maths. For each iteration ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)and ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAiWYizTLvpXZURLsQjl6LggAAAE5JREFUCJlNjVsSwCAIA6OC79z/ukXstOQnLOwMQKtcA5ZFmVad+xC0ew2qd8Ld0t1cLoLHKvkl1ParFpGgwl4F1TwG1UQmDTgZj9jyjQ+ZsgFS0l9zDgAAAABJRU5ErkJggg==)are adjusted by

![\[ \begin{array}{l l} U_{t+1} & = U_{t} - \alpha \nabla\mathbf{J}(U_t) & V_{t+1} & = V_{t} - \alpha \nabla\mathbf{J}(V_t) \end{array} \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALEAAAAoCAMAAACGnut8AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEJlmMtS7ie8iq3ZURN1kSZcAAALKSURBVFiF7ZjrcoMgEIXlJjfd93/cCixoZDGC0zY/cmY6SW38clgW8HSaPlNMEBcF+3MfL2IHVX905B08vqwOjFu3ASiY5fDXD1AM7JrDBaW2S2oNb7kkmUuqPAOfvpSaiNvqp3gQEsVxkBpMfLVzg6mScbCJ8KhLBiimTD3H1+zYiwZTpxkw+Nuo2WmQ4gFLK3IfZcfKNphrHJty3d9F6DZFeMGToVLkXOLiGFpMFv7OIE3BGgpuT6uGqZuGLylHua017UYNH8cilxJnx1Y1mWEsuVniQNySbsVRCw1UW7q5yOMlkkJIRDNmXWy05A5ftjuWrwvsyAx+crPE+wx7cZw+cUckZVr2oeGltPqVSCONRd5LfHJMMYMfbBa5jUFq4+2YY5JSy6Y+UCphY5HzfMriGHuRYoaucHz3KLLTa8dEV5CUWjLxVF5LGiSWWMNmhkPyCi1mXHlrqDfjkcSX8NY5p7Yf3XRM6ExpKR5pi/JTmgUGcy5xMKvwyJhtg5l2t9VxjaXa9kG2j6vHMUkhZLkQglmn8RM678mTn51SOFYhGsx0ghxkpmWwj0nKHZGHer2pIrO6zgWOAR2vGq6muKFCGRc/7+iJubQfWtpr549EP22SV5Puz+oviXyif/as9tVXX70Rte7+O0j3J2lWdlxuYI6nxIw5dkjdlLdJuiLux4fHk1j6M7VHvZT3SboiliN6wYeRZzmvm3IjSZ+I5TFIQiy+eHbOdVPeJumKuO7PZ6Hs9tH/V25TOpJ0RWQmv4u3htoPJ+lLylEdSZog5qFsqxRrfy9Jk6mJoBDqSdIEsdhxBms/nKRJysMkTRCLHQ2x9g+SNEmp1ZWkCWLpCgE6ddS9JN3oiopSqytJ18R95a2QEONJ+kxpqSdJ18R9d8vT8CBJUxRCXUm6IlZB+mOTdCbWe+2nJmkkXgTpz0zSV0H6M5N0DtI/wAkfJTpU+gAAAAAASUVORK5CYII=)

where ![\alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAICAMAAAAY5vW6AAAAA3NCSVQICAjb4U/gAAAAKlBMVEUAAAAAAAAAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABKNuuKAAAADnRSTlMidmYA3fsQzZkyRKtUiV7BXB8AAABCSURBVAiZHYtJDgBBCAIRWu31/98dnQOpCgFIonGiWDlWGFVBLEi+LyC39kET4Ks9M4Tl8fvr79ilN3siTJKB8+IDPGYBZFC3G9MAAAAASUVORK5CYII=)is the learning rate.

**Example**

Factorising a matrix into two lower dimensional matrices learns the latent information. For example, if your data is a patient-drug profile it may learn the diagnosis of the patient. In the case of a recommender if your data are song ratings it will learn those that prefer metal over pop, classical over electro, etc. The first column of the ![V](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAMAAABlXnzoAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAiWYizTLvpXZURLsQjl6LggAAAE5JREFUCJlNjVsSwCAIA6OC79z/ukXstOQnLOwMQKtcA5ZFmVad+xC0ew2qd8Ld0t1cLoLHKvkl1ParFpGgwl4F1TwG1UQmDTgZj9jyjQ+ZsgFS0l9zDgAAAABJRU5ErkJggg==)matrix may represent the level of distortion in a song, or tempo as a numeric value. What the algorithm picks out as important isn’t necessarily obvious and worth inspecting those on the extremes to get a feel for the data. The user matrix ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)works similarly. The numeric values in the user row represent how much weight that user gives to the particular feature.

Why this is useful over PCA or SVD is it handles missing values. The other methods treat every cell as a value so need to be imputed before factorising. It will then use the imputed values to learn the data structure. The beauty of this method is it factorises only on the observed values and imputes the missings.

I’ve developed a simple package to apply the method. There are other packages which are more optimised but this is just simple and easy to use. You can install it from [Github](https://github.com/doehm/matrixfactorisation) (not on CRAN).

devtools::install\_github("doehm/matrixfactorisation")

Simulate some data.

m <- matrix(sample(c(NA, 1:5), 60, replace = TRUE, prob = c(0.2, rep(0.8/5, 5))), nrow = 10)

m

## [,1] [,2] [,3] [,4] [,5] [,6]

## [1,] NA NA 1 4 2 2

## [2,] NA 2 NA 1 5 4

## [3,] 5 3 3 1 4 4

## [4,] NA 1 3 5 3 5

## [5,] 4 4 3 2 4 3

## [6,] NA 4 5 NA 4 4

## [7,] NA NA 2 3 3 2

## [8,] 2 NA 2 NA 3 2

## [9,] 2 3 5 2 3 NA

## [10,] 3 3 2 2 5 5

Select a test set and factorise. Selecting a test set holds out a proportion of randomly selected observations. It ensures there is at least 1 observation remaining in each row. This can be increased by min\_row.

id <- select\_test(m, 0.2)

mf <- matrix\_factorisation(m, 2, test = id$test, pbar = TRUE)

## 00:00:02 // dimensions 2 // epoch 1000 // train 1.2703 // test 1.6059 // delta 9.467e-04

Plot the convergence.

plot(mf)

![](data:image/png;base64,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)

Viewing the convergence profile is useful to see whether or not the data has been overfit.

**Clustering data with missing values**

Typically missing values are treated before clustering which may include removing certain rows or columns. Usually this also means throwing away actual observations. If the data has a proportionally large amount of missing values you could be throwing away most of the data. This is quite typical for ‘user-item’ type data. Matrix factorisation enables the use of more data.

This is demonstrated in a small example. A matrix is randomised with 12 users, 6 items and 2 groups with a high degree of missingness. The group is the latent variable. The values are drawn from a Poisson distribution ![y_j \sim \text{Pois}(\lambda_j)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAAUCAMAAABI67iaAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAImbUmTIQVHZEq4m776R5UwQAAAG3SURBVEiJrVWJrsQgCFTwvv7/cx+gtdXd7kuzS9Kkos7AQKlSPzQHb5zgfknBlt5ymwcINtWWjElJX72A11CNHc7ljPLvcrw10+ROs1cEvCx0GS+lqMVQPbBOo+rtpXBEHdtajhyf02C7O3BqVcOyEbk6Ebhy8G+hjmxYEQjAIVqsFDd4D+w8+fOasav0BFVJblwDIKX15ug0uZI/Z3pLng41rSIviEaf2HopoAQQneb7faPM7YJ1iHDwmxZCNkFQWPtY+ZqmNqBLktpJg0ObgSfnM4lme8Yzg0yhRuTSubyKxpK1GTLRqNQat/lJo8FXdcUTGiTIsPWPROPQxDgLe0tDsIWA3AFh6XLzm2j9aOGYIcwCjVMB05TxpNEC7lu/C7zgQo19y+1g0gXP1UGjG+kTtf70IZ00ynCyCIOGF4ZDlbyjDAZL6U08aWg6BwLhlH87lIYSNGzm1IAcjOfAW7EUMwTOHmQbe/rUuRNvfp6jNObR9NnNvWgx8MQPRF97LXD/Vp6ZsZuj4/XRSWXJo83rVyyvPwLBc90LPg+t4jZZH9v2W+t4YZuj0pW/sxs8hK8a4DPeH2NqCnjrhDqiAAAAAElFTkSuQmCC). Those that are in group 1 are drawn from the distribution with ![\lambda = (5, 5, 5, 1, 1, 1)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAAASCAMAAAC+csY/AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEDJmSyK73XaJq5nvzeBfsgEAAAFcSURBVEiJtZbrssQQEITjToT3f9wl2KXnLLJVZ36kypcWzYypHMdWMLGn+zkE29ee95MpmIKACLaD+eYqqIXU8/RQMYXvKAIiSGuc8OmvQLaz13ruRd3vuZB82DgCKnA28l0QKpJxfrr2ds0lYAREkPY9rj0Drs2+7NRMSeM/m5Etwc5MzcSylhPC9Z9CQASPzLCrEoWSIVSxym2e0dUfAiJ4ZKZuOS/3vgSnfkfLHQ+fufoEpwjG8SMzpXCVkNfxPXozJyYUwTh+boanY4m0+D768n0jYC0ERPBDmnjuIr6d7h9pqtk02a/pmhoCInhewNLk4+GzVqPvorRJIa/04KYUKQIieN+MNahX25RBmLQaUVq1tc5ny/KqrRsBjpXTMeTLvgZd01sECwCIcQRLAQXzVteFh1aGPxQIlgIK5P5PythMyM8HgqWAAIb9axLDRhhmF8FSQEEu/uMF6C8LHt/Fh88AAAAASUVORK5CYII=)and those in group 2 are drawn from ![\lambda = (1, 1, 1, 5, 5, 5)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAAASCAMAAAC+csY/AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEDJmSyK73XaJq5nvzeBfsgEAAAFISURBVEiJtZbrsoMgDIRNuIvy/o97RElHlwromeZX/UzJQtYM0zQUpMbyXoei8dz5ZQ0yNAYoiqrVdNaMfPxxhkQE8GzSFnEMaDl7a9tazP6eg098xgjqBKWZRsFakE7tjvmimq61agDPrGGhFgjyc/FNMdLGn4rR0r7gmmLSTe2umKBU4EFAS2EGq1zCiNTHYnyuYQaBbNm4j8Vn+wnpHYu3norZw+JYuAPFuEbpZbqP/4mZ0QJ34BDD27EktNa5xNs2OQW1m2BvE+cpEuXsvrTptYFd3qGLY2A3sHb5eLg1amyxXPE5O7EgAnj225p6oRFQPm13bGZtjBq1Dz0TbFrzd6iXYwgiqBIm70PMlfrgNPQ6QSuASjiCbkIN2qPuFBGsgRcKBN2EGujxS8p1NFSXDwTdhArQg0vKZSOE3UXQTahBdvL0B82kCx4MZgndAAAAAElFTkSuQmCC). It is then simple to see the relationship between the users, items and groups. Count data is very common and often has it’s own challenges when clustering, particularly when counts are small or only part of the units history is observed e.g. a data set where the grain is the patient, the items are prescription drugs and the values are counts of that drug.

user\_a <- function(m) c(rpois(m/2, 5), rpois(m/2, 1))

user\_b <- function(m) c(rpois(m/2, 1), rpois(m/2, 5))

df <- NULL

n <- 12

m <- 6

grp <- as.factor(sort(rep(letters[1:2], n/2)))

for(k in 1:n){

df <- rbind(df, if(k <= 6) user\_a(m) else user\_b(m))

}

df

## [,1] [,2] [,3] [,4] [,5] [,6]

## [1,] 6 7 6 0 3 2

## [2,] 5 5 3 1 1 1

## [3,] 7 3 7 1 0 0

## [4,] 5 5 5 0 0 0

## [5,] 3 1 3 2 0 0

## [6,] 5 7 4 0 1 0

## [7,] 0 0 2 7 6 6

## [8,] 3 1 0 6 9 8

## [9,] 2 0 2 6 4 5

## [10,] 0 2 1 5 4 9

## [11,] 0 2 2 4 4 5

## [12,] 0 0 2 1 6 8

We’ll now suppress 60% of the values.

df\_na <- select\_test(df, 0.6)$train

df\_na

## [,1] [,2] [,3] [,4] [,5] [,6]

## [1,] NA 7 NA NA NA 2

## [2,] 5 NA 3 NA NA NA

## [3,] NA 3 7 NA 0 NA

## [4,] 5 5 5 0 0 NA

## [5,] 3 1 3 NA NA 0

## [6,] 5 NA NA 0 NA 0

## [7,] 0 NA NA NA NA 6

## [8,] 3 1 NA 6 9 8

## [9,] NA 0 2 NA 4 NA

## [10,] 0 2 NA NA NA 9

## [11,] 0 2 2 NA NA 5

## [12,] NA NA 2 NA 6 NA

This data can be challenging to use, but by factorising using only the observed data it is embedded in a much more usable form (mathematically this is similar to using the autoencoder – [PCA vs autoencoders](http://gradientdescending.com/pca-vs-autoencoders-for-dimensionality-reduction/)). Using the prediction matrix ![UV^T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAAPCAMAAABUd/ZhAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAietmRHaZqxAyVCLNu+iMr/8AAACuSURBVCiRfVEJDsQgCERFwIv/P3etaLXZpiS1YZwDFeCjPEXW6Cp9kVIGiA1A4hcr9I87QxCQ1TN2yGtLQH3NF6NpxRGaTCFqhnhJIapYmoFFp2/WMv5RrDOxm6FtssjDgScdgcGUwG4dl08WjPwS1iausQxBPEQrj9Tlx1jLutadt2uNte6X/c7bVW2slGfv9LY9iulhBUFd+meh7/ckJHevL1YdZnLHc0p94fwA1wcD8wRqxn0AAAAASUVORK5CYII=)all units can be clustered. While there is error in the prediction matrix it should be accurate enough to find the two groups.

# factorise

df\_mf <- matrix\_factorisation(df\_na, 2, epochs = 2000)

# cluster

km <- kmeans(df\_mf$pred, 2, nstart = 100)

clus <- as.factor(km$cluster)

names(clus) <- grp

clus

## a a a a a a b b b b b b

## 1 1 1 1 1 1 2 2 2 2 2 2

## Levels: 1 2

table(clus, grp)

## grp

## clus a b

## 1 6 0

## 2 0 6

A simple K-means clustering process finds the two groups, which is encouraging with a highly patchy and small data set. K-means can struggle with low value count data so embedding the data in this form can really help.

Often the original data set can be large and therefore inefficient to cluster. The same results (or a at least a very good approximation) is achieved using the ![U](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMARJkQq4nvZnZUMt3EIhTpojwAAABRSURBVAiZTY1ZDsAgCAUfi4pLuf9xW8Em8jEwgRdA6lUJaNPXAMQNu6htdn/CTDa5hqAEp14m3jJGdywP/xgHV8ZGj6Z8rUD1+yMsOKpc7Mwvk2wBZMoLXnIAAAAASUVORK5CYII=)matrix instead of the prediction matrix.

# cluster

km <- kmeans(df\_mf$u, 2, nstart = 100)

clus <- as.factor(km$cluster)

names(clus) <- grp

clus

## a a a a a a b b b b b b

## 1 1 1 1 1 1 2 2 2 2 2 2

## Levels: 1 2

table(clus, grp)

## grp

## clus a b

## 1 6 0

## 2 0 6

In this case we achieve the same result which is great. This is an approximation so may not always work as well, in fact if you randomised the input matrix a number of times I’m sure you’ll see different results. But in general you should achieve very reasonable results most of the time.

In practice I have had success using this technique on large data sets. While my preferred method is to use the autoencoder for dimension reduction and embedding, there is an overhead in setting it up. On the other hand matrix factorisation is quick and simple to get you exploring the data sooner. Clustering is just one example and I’m sure you’ll find more applications that benefit from matrix factorisation.